High Performing Matrix—Panel Multiplication Routine on Intel
Processor with AVX-512 Instructions

Muhammad Rizwan*, and Jaeyoung Choi
School of Computer Science & Engineering, Soongsil University
369 Sangdo-ro, Dongjak-gu, Seoul 06978, Korea

Corresponding author (Electronic mail: mrizwan@soongsil.ac.kr)

Linear algebra equations are used to solve numerical and scientific problems in the field of computational
science. Matrix—matrix multiplication is the fundamental operation in basic linear algebra subprograms
(BLAS). General matrix—matrix multiplication (GEMM) kernels are widely available. These high-
performing BLAS level 3 kernels performed well on modern processors for large square matrices.
However, these GEMM kernels achieved sub-optimal performance when one of the dimensions is small.
Matrix—matrix multiplication operations used in LU, QR, and Cholesky factorizations require optimal
performance of tall and skinny matrices for panel-matrix, matrix—panel, or panel-panel multiplication
operations. A matrix is termed as panel when one of its dimensions is small.

In this study, we analyzed the effects of matrix size, register blocking parameters, and thread distribution
on the performance of our previously implemented high-performing blocked matrix—-matrix multiplication
routine [1, 2]. Despite the memory structure is same, the optimal blocking parameters and thread
distribution are not the same for matrices with different sizes. As a result, the matrix—matrix multiplication
optimal blocking parameters cannot produce good results for panel-matrix, matrix—panel, or panel—
panel multiplication operations. Different algorithms may be optimal for different matrix dimensions
depending on the shapes of the matrices involved. We modified our previously implemented column
major variant of the matrix—matrix multiplication routine [2] and improved the performance of the matrix—
panel multiplication operation using AVX-512 instructions. We also presented the performance of
Scal APACK QR factorization by replacing double-precision general matrix—matrix multiplication routine
(DGEMM) with our matrix multiplication routines on Intel Xeon Phi Knights Landing (KNL).

We named our previously implemented blocked matrix—matrix multiplication algorithm as USERDGEMM.
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Figure 1. Performance measure of original vs modified routine on KNL: AT.B matrix
multiplication (left) and then utilizing it in QR factorization (right)
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